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Abstract—Most adaptive filters are inherently nonlinear and time-variant systems. The nonlinearities in the update equations tend to lead to difficulties in the study of their steady-state performance as a limiting case of their transient performance. This paper develops a unified approach to the steady-state and tracking analyses of adaptive algorithms that bypasses many of these difficulties. The approach is based on the study of the energy flow through each iteration of an adaptive filter, and it relies on a fundamental error variance relation.
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I. INTRODUCTION

The performance of an adaptive filter is generally measured in terms of its transient behavior and its steady-state behavior. The former provides information about the stability and the convergence rate of an adaptive filter, whereas the latter provides information about the mean-square-error of the filter once it reaches steady state. Although the steady-state performance essentially corresponds to only one point on the learning curve of an adaptive filter, there are many situations where this information is of value by itself.

As is known, there have been numerous works in the literature on the performance of adaptive filters (see, e.g., [1]–[7] and the references therein). The prevailing approach to steady-state analysis has been to obtain steady-state results as the limiting case of a transient analysis. While this procedure is adequate for understanding both the steady-state and the transient behavior of an adaptive algorithm, it can encounter some difficulties. First, transient analyses tend to be laborious, especially for adaptive filters with nonlinear update equations. This is because they rely explicitly on a recursion for the weight-error variance, and recursions of this kind can become complicated for complex algorithms. This explains why more elaborate steady-state results exist for some adaptive filters than others. Second, transient analyses tend to require some simplifying assumptions, which at times can be restrictive, such as requiring the independence of certain vectors that are otherwise dependent. In this way, by obtaining steady-state results as a fallout of a transient analysis, these results become limited by the same assumptions and restrictions. Third, it is common in the literature to perform transient and steady-state analyses of different adaptive filters separately by studying each nonlinear update form separately. Such distinct treatments generally obscure commonalities that exist among algorithms.

These points motivate the development in this paper of a unified approach to the steady-state performance of a large class of adaptive filters that bypasses several of the difficulties encountered in obtaining steady-state results as the limiting case of a transient analysis. The approach is based on studying the energy flow through each iteration of an adaptive filter [8]–[10], and it relies on a fundamental error variance relation that avoids the weight-error variance recursion altogether. This point of view has at least three merits. First, a steady-state analysis in its own right can complement an existing transient analysis. For instance, steady-state results can sometimes be obtained under weaker assumptions than those required to determine the steady-state behavior as a limiting case of the transient analysis. Thus, a steady-state analysis can be useful even when a transient analysis is available. Second, for algorithms for which there is limited transient analysis (due to excessive mathematical complexity, for example), having information about the algorithm’s steady-state behavior is better than having limited or no information at all. Third, the proposed approach allows for a unified treatment of a large class of algorithms.

We may remark that although we focus in this paper on the steady-state performance of adaptive filters, the same approach can also be used to study the transient (i.e., convergence and stability) behavior of such filters. These details will be provided elsewhere.

A. Notation

Small boldface letters are used to denote vectors, and capital boldface letters are used to denote matrices, e.g., $\mathbf{w}$ and $\mathbf{C}$. In addition, the symbol “$\dagger$” denotes Hermitian conjugation (complex conjugation for scalars). The symbol $\mathbf{I}$ denotes the identity matrix of appropriate dimensions, and the boldface letter $\mathbf{0}$ denotes either a zero vector or a zero matrix. The notation $|\mathbf{x}|$ denotes the Euclidean norm of a vector. All vectors are column vectors, except for a single vector, namely, the input data vector denoted by $\mathbf{u}_k$, which is taken to be a row vector for convenience of notation. The time instant is placed as a subscript for vectors and between parentheses for scalars, e.g., $\mathbf{w}_i$ and $v(i)$.  
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B. Problem Formulation

Consider noisy measurements \( \{d(i)\} \) that arise from the linear model

\[
d(i) = u_i w^o + v(i)
\]

where
- \( w^o \) unknown column vector we wish to estimate;
- \( v(i) \) accounts for measurement noise and modeling errors;
- \( u_i \) row input (regressor) vector.

Both \( w^o \) and \( v(i) \) are stochastic in nature. Many adaptive schemes have been developed in the literature for the estimation of \( w^o \) in different contexts (e.g., echo cancellation, system identification, blind and nonblind channel equalization). In this paper, we focus on the following general class of algorithms

\[
w_{i+1} = w_i + \mu a f_e(i)
\]

where
- \( w_i \) estimate for \( w^o \) at iteration \( i \);
- \( \mu \) step-size;
- \( f_e(i) \) generic scalar function of the quantities \( \{u_i, w_i, d(i)\} \).

Usually, \( f_e(i) \) is a function of the so-called output estimation error, which is defined by

\[
e(i) = d(i) - u_i w_i.
\]

Different choices for \( f_e(i) \) result in different adaptive algorithms. For example, Table I defines \( f_e(i) \) for many famous special cases of (2) for both blind and nonblind modes of adaptation. In the table, \( 0 \leq \delta \leq 1 \), \( R_1 \), and \( R_2 \) are positive constants, and \( y(i) = u_i w_i \) is the adaptive filter output.

An important performance measure for an adaptive filter is its steady-state mean-square-error (MSE), which is defined as

\[
\text{MSE} = \lim_{i \to \infty} E[|e(i)|^2] = \lim_{i \to \infty} E[|\epsilon(i) + u_i \tilde{w}_i|^2]
\]

where \( \tilde{w}_i = w^o - w_i \) denotes the weight error vector. Under the often realistic assumption that (see, e.g., [1]–[7])

A.1 The noise sequence \( \{v(i)\} \) is iid and statistically independent of the regressor sequence \( u_i \);

we find that the MSE is equivalently given by

\[
\text{MSE} = \sigma_o^2 + \lim_{i \to \infty} E[|u_i \tilde{w}_i|^2].
\]

Now, the conventional way for evaluating (4), and which dominates most (if not all) derivations in the literature, is the following. First, one assumes, in addition to A.1, that the regression vector \( u_i \) is independent of \( \tilde{w}_i \). Then, the above MSE becomes

\[
\text{MSE} = \sigma_o^2 + \lim_{i \to \infty} \text{Tr}(R C_i)
\]

where \( C_i \) denotes the weight error covariance matrix, \( C_i = E(\tilde{w}_i \tilde{w}_i^*) \), and \( R = E(u_i \tilde{w}_i) \) is the input covariance matrix. As is evident from (5), this method of computation requires the determination of the steady-state value of \( C_i \), say, \( C_\infty \). Studying

C. \( \text{MSE} \) (which involves performing a transient analysis) and finding \( C_\infty \) can be a burden, especially for adaptive schemes with non-linear update equations, which is the case for most of the algorithms listed in Table I. This explains why the steady-state analysis of these algorithms in the literature is more advanced in some cases than in others. It also explains why such analyses have often been carried out separately for each individual algorithm and under varied conditions of operations.

Thus, it would be useful to develop a framework that can handle a variety of algorithms in a unified manner and that can bypass several of the difficulties encountered in obtaining steady-state results as the limiting case of a transient analysis. The approach in this paper is a step in this direction. It is based on studying the energy flow through an adaptive filter, and it relies on a certain fundamental energy conservation relation originally developed in [8]–[10] in the context of robust analysis of adaptive filters.

The paper is organized as follows. In the next section, the energy relation is derived for a general class of adaptive algorithms. In Section III, this relation is used to derive expressions for the steady-state MSE of various algorithms. In Section IV, the arguments are extended to the nonstationary case. In addition, expressions for certain optimum parameter values that optimize the tracking performance of the algorithms are provided. In addition, a comparison is performed between the tracking abilities of several algorithms for various nonstationary environments. Conclusions of the paper are given in Section V. Several simulation results are included to demonstrate the theoretical results.

II. FUNDAMENTAL ENERGY RELATION

We start by noting that with any adaptive scheme of the form (2), we can associate the following so-called \textit{a priori} and \textit{a posteriori} estimation errors

\[
c_a(i) = u_i \tilde{w}_i, \quad c_p(i) = u_i \tilde{w}_{i+1}.
\]

Using the data model (1) and the definition (3), it is easy to see that the errors \( \{c(i), c_a(i)\} \) are related via \( c(i) = c_a(i) + v(i) \).

If we further subtract \( w^o \) from both sides of (2) and multiply by \( u_i \) from the left, we also find that the three errors \( \{c_p(i), c_a(i), c(i)\} \) are related via

\[
c_p(i) = c_a(i) - \mu |u_i|^2 f_e(i).
\]
Substituting (6) into (2), we obtain, for nonzero \( \mathbf{u}_t \), the update relation
\[
\hat{w}_{t+1} = \hat{w}_t - \frac{1}{||\mathbf{u}_t||^2} \mathbf{u}_t^T [\mathbf{e}_a(t) - \mathbf{e}_p(t)].
\] (7)

By evaluating the energies of both sides of this equation, we obtain
\[
||\hat{w}_{t+1}||^2 + \frac{1}{||\mathbf{u}_t||^2} ||\mathbf{e}_a(t)||^2 = ||\hat{w}_t||^2 + \frac{1}{||\mathbf{u}_t||^2} ||\mathbf{e}_p(t)||^2.
\] (8)

When \( \mathbf{u}_t = 0 \), it is obviously true that
\[
||\hat{w}_{t+1}||^2 = ||\hat{w}_t||^2.
\] (9)

Both results (8) and (9) can be grouped together into a single equation by defining
\[ \bar{\mathbf{p}}(t) = (||\mathbf{u}_t||^2)^\dagger \]

in terms of the pseudo-inverse of a scalar so that we obtain
\[
||\hat{w}_{t+1}||^2 + \bar{\mathbf{p}}(t) ||\mathbf{e}_a(t)||^2 = ||\hat{w}_t||^2 + \bar{\mathbf{p}}(t) ||\mathbf{e}_p(t)||^2.
\] (10)

This energy conservation relation holds for all adaptive algorithms whose recursions are of the form given by (2). No approximations or assumptions are needed to establish (10); it is an exact relation that shows how the energies of the weight error vectors at two successive time instants are related to the energies of the a priori and a posteriori estimation errors. Note also that (10) holds for a colored noise sequence \( \{\mathbf{v}(t)\} \). However, we will continue to focus on the case of white noise in the sequel.

A. Relevance to Steady-State Performance Analysis

Relation (10) has several ramifications. It was derived in [8]–[10] and used to study the robustness and \( l_2 \)-stability of adaptive filters. Here, we will use it to perform steady-state and tracking analyses of such filters. Further applications of the energy relation to the study of blind adaptive equalizers can be found in [11] and [12].

Thus, note first that in steady state (i.e., as \( t \to \infty \)), we can assume that
\[
E(||\hat{w}_{t+1}||^2) = E(||\hat{w}_t||^2).
\] (11)

This assumption is equivalent to assuming that the mean square deviation (MSD) converges to a steady-state value. This is a justifiable assumption since our aim is to study the performance of adaptive algorithms in steady state, i.e., after steady state is reached.\(^3\) Now, observe that by using (11), and because of the energy-preserving relation (10), the effect of the weight-error vector is canceled out. By taking expectations of both sides of (10), we then get
\[
E(\bar{\mathbf{p}}(t)||\mathbf{e}_a(t)||^2) = E(\bar{\mathbf{p}}(t)||\mathbf{e}_p(t)||^2).
\]

Using (6), the above collapses to the following fundamental error variance relation in terms of \( \{\mathbf{e}_a(t), \mathbf{v}(t)\} \) only (recall that \( \mathbf{e}(t) = \mathbf{e}_a(t) + \mathbf{v}(t) \)):
\[
E(\bar{\mathbf{p}}(t)||\mathbf{e}_a(t)||^2) = E(\bar{\mathbf{p}}(t)||\mathbf{e}_a(t) - \frac{\mu}{\bar{\mathbf{p}}(t)} \mathbf{f}_e(\mathbf{si})||^2).
\] (12)

This equation can now be solved for the steady-state excess mean-square-error (EMSE), which is defined by
\[ \zeta = \lim_{t \to \infty} E(||\mathbf{e}_a(t)||^2). \]

Observe from (4) that the desired MSE is given by \( \text{MSE} = \sigma_v^2 + \zeta \) so that finding \( \zeta \) is equivalent to finding the MSE.

We emphasize again that (12) is an exact relation that holds without any approximations or assumptions, except for the assumption that the filter is in steady state. The procedure of finding the EMSE through (12) avoids the need for evaluating \( E(||\hat{w}_t||^2) \) or its steady-state value \( E(||\hat{w}_0||^2) \).

III. Steady-State Analysis

We now apply the above general procedure to various adaptive algorithms from Table I. Due to space limitations, we omit some trivial details and only highlight the main steps in the arguments. The reader will soon realize the convenience of working with (12).

A. LMS Algorithm

For LMS, we have \( f_e(s_i) = \mathbf{e}_a(s_i) + \mathbf{v}(s_i) \). Substituting into (12) and using the noise assumption A.1, it follows immediately that
\[
2\mu \zeta_{\text{LMS}} = \mu^2 E(||\mathbf{u}_t||^2||\mathbf{e}_a(s_i)||^2) + \mu^2 \sigma_v^2 \text{Tr} (\mathbf{R}).
\] (13)

To solve for \( \zeta_{\text{LMS}} \), we consider three cases.

1) For sufficiently small \( \mu \), we can assume that the term \( \mu^2 E(||\mathbf{u}_t||^2||\mathbf{e}_a(s_i)||^2) \) is negligible relative to the second term on the right-hand side of (13) so that
\[ \zeta_{\text{LMS}} = \frac{\mu^2}{2} \sigma_v^2 \text{Tr} (\mathbf{R}) \] (small \( \mu \)).

This is the same result obtained in [15] for small values of \( \mu \) but here, it is obtained more immediately.

2) For larger values of \( \mu \) for which we cannot neglect the second term on the right-hand side of (13), we solve (13) by imposing the following assumption:\(^3\)

A.2 At steady state, \( \mu^2 ||\mathbf{u}_t||^2 \) is statistically independent of \( ||\mathbf{e}_a(s_i)||^2 \).

This assumption is realistic for long-tap delay line filters.\(^4\) Furthermore, it becomes exact for the case of con-

\(^3\)By larger values of \( \mu \), we do not necessarily mean a large \( \mu \) but, rather, step sizes that are not infinitesimally small and still guarantee filter stability.

\(^4\)To guarantee convergence, the algorithm step-size \( \mu \) is usually chosen to be inversely proportional to the filter length \( M \) [1]. Using the law of large numbers, \( ||\mathbf{u}_t||^2 \) could be considered to be a random variable of variance proportional to \( M \). Thus, \( \mu^2 ||\mathbf{u}_t||^2 \) has variance proportional to \( 1/M \), which decays with the filter length \( M \). This means that for long-enough filters, the variations in \( \mu^2 ||\mathbf{u}_t||^2 \) are very small, and this term can be considered to be independent of \( ||\mathbf{e}_a(s_i)||^2 \).
stant modulus data that arises in some adaptive filtering applications (see, e.g., [16]). Using A.2, and (13), we directly obtain

$$\zeta^{\text{LMS}} = \frac{\mu \sigma_v^2 \text{Tr}(R)}{2 - \mu \text{Tr}(R)}$$ (g. 40)

This is a well-known result (see [1] and [3]) but is obtained here rather more directly and in a different manner.

3) For Gaussian white-input signals (with $R = \sigma_n^2 I$), (13) can be more accurately solved if one resorts to the widely used independence assumption [3]

A.3 At steady state, $\hat{\mathbf{w}}_i$ is statistically independent of $\mathbf{u}_i$.

In this case, it can be verified that

$$E(||\mathbf{u}_i||^2|c_0(i)|^2) = (M + \lambda)\sigma_n^2 E(|c_0(i)|^2)$$

where $M$ is the filter length, $\lambda = 1$ if the $\{\mathbf{u}_i\}$ are complex valued, and $\lambda = 2$ if the $\{\mathbf{u}_i\}$ are real valued. This leads to the well-known result

$$\zeta^{\text{LMS}} = \mu \sigma_v^2 \text{Tr}(R)$$

(15)

B. NLMS Algorithm

For the normalized LMS algorithm, $f_e(i) = c(i)/||\mathbf{u}_i||^2$. In this case, (12) and assumption A.1 lead to the equality

$$E\left(||\mathbf{u}_i||^2|c_0(i)|^2\right) = \mu \sigma_n^2 E\left(\frac{1}{||\mathbf{u}_i||^2}\right).$$

(16)

Again, this is an exact equality. We consider two cases.

1) Under assumption A.2, we have

$$E\left(||\mathbf{u}_i||^2|c_0(i)|^2\right) = E\left(|c_0(i)|^2\right) \cdot E\left(\frac{1}{||\mathbf{u}_i||^2}\right)$$

so that (17) leads to the expression

$$\zeta^{\text{NLMS}} = \frac{\mu \sigma_v^2 \text{Tr}(R)}{2 - \mu \text{Tr}(R)}.$$ (17)

This result becomes exact for constant modulus data. In addition, observe that it is independent of $R$.

2) In some works (see, e.g., [3, p. 443]), the following approximation is sometimes called upon:

$$E\left(||\mathbf{u}_i||^2|c_0(i)|^2\right) \approx E\left(|c_0(i)|^2\right) E\left(\frac{1}{||\mathbf{u}_i||^2}\right)$$

in which case, (17) leads directly to

$$\zeta^{\text{NLMS}} = \frac{\mu \sigma_v^2 \text{Tr}(R)}{2 - \mu \text{Tr}(R)}.$$ (18)

This is the same expression obtained in [17] in a different and less direct way.

C. Sign Algorithm

For the sign algorithm (SA), we have $f_e(i) = \text{sign}[c(i)]$. In this case, (12) leads to the equality

$$E\left(c_0(i)|c_0(i)|^2\right) = \frac{\mu}{2} \text{Tr}(R).$$

(19)

By assuming that $c(i)$ and $\mathbf{v}(i)$ are real-valued jointly Gaussian in steady state (as used in [18] and [19]), and by using A.1 and Price’s theorem [20], we obtain

$$E\left(c_0(i)|c_0(i)|^2\right) = E\left(\frac{1}{\sigma_n^2 + \delta^2}\right).$$

(20)

Substituting into (20) and solving for $E\left(c_0(i)|c_0(i)|^2\right)$, we find that

$$\zeta^{\text{SA}} = \frac{\alpha}{2} \left(\alpha + \sqrt{\alpha^2 + 4\sigma_v^2}\right).$$

(20)

D. LMF and LMMN Algorithms

For the least-mean mixed-norm (LMMN) algorithm with real-valued data, we have $f_e(i) = \delta c(i) + (1 - \delta)c^2(i)$ [22] (the case of complex-valued data is considered further ahead toward the end of this section). The least-mean fourth (LMF) algorithm corresponds to the special case $\delta = 0$ [23]. Introduce, for compactness of notation

$$\delta = 1 - \delta, \quad E(|\mathbf{v}(i)|^4) = E(|\mathbf{v}(i)|^6) = \zeta^\delta.$$ (21)

By making the reasonable assumption that in steady state $|c_0(i)|^2 \ll |\mathbf{v}(i)|^2$ (see, e.g., [24]) and by using A.1, the energy equation (12) implies that

$$2\mu \zeta^{\text{LMMN}} = \mu^2 a \text{Tr}(R) + \mu c E(||\mathbf{u}_i||^2|c_0(i)|^2)$$

(21)

where we introduced the constants

$$a = \delta^2 \sigma_v^2 + 2\delta \delta^2 \sigma_v^2$$

(22)

$$b = \delta + 3\delta^2 \sigma_v^2$$

(23)

$$c = \delta^2 + 12\delta^2 \sigma_v^2 + 15\delta^2 \sigma_v^2.$$ (24)

We again consider three cases.

1) For values of $\mu$ that are small enough so that the term $\mu^2 E(||\mathbf{u}_i||^2|c_0(i)|^2)$ could be ignored, we obtain

$$\zeta^{\text{LMMN}} = \frac{\mu \alpha}{2b} \text{Tr}(R)$$

(22)

In [24], the same result was obtained for vanishingly small $\mu$ by using averaging analysis and the ODE method (see, e.g., [14]). For $\delta = 0$, the above expression collapses to

$$\zeta^{\text{LMF}} = \frac{\mu}{2} \left(\frac{\xi_0^2}{3\sigma_v^2}\right) \text{Tr}(R)$$

(23)

E. Sign Algorithm

For the sign algorithm (SA), we have $f_e(i) = \text{sign}[c(i)]$. In this case, (12) leads to the equality

$$E\left(c_0(i)|c_0(i)|^2\right) = \frac{\mu}{2} \text{Tr}(R).$$

(21)

By assuming that $c(i)$ and $\mathbf{v}(i)$ are real-valued jointly Gaussian in steady state (as used in [18] and [19]), and by using A.1 and Price’s theorem [20], we obtain

$$E\left(c_0(i)|c_0(i)|^2\right) = E\left(\frac{1}{\sigma_n^2 + \delta^2}\right).$$

(22)

Substituting into (20) and solving for $E\left(c_0(i)|c_0(i)|^2\right)$, we find that

$$\zeta^{\text{SA}} = \frac{\alpha}{2} \left(\alpha + \sqrt{\alpha^2 + 4\sigma_v^2}\right).$$

(23)

F. Least-Mean Mixed-Norm (LMMN) Algorithm

The least-mean mixed-norm (LMMN) algorithm with real-valued data, we have $f_e(i) = \delta c(i) + (1 - \delta)c^2(i)$ [22] (the case of complex-valued data is considered further ahead toward the end of this section). The least-mean fourth (LMF) algorithm corresponds to the special case $\delta = 0$ [23]. Introduce, for compactness of notation

$$\delta = 1 - \delta, \quad E(|\mathbf{v}(i)|^4) = E(|\mathbf{v}(i)|^6) = \zeta^\delta.$$ (20)

By making the reasonable assumption that in steady state $|c_0(i)|^2 \ll |\mathbf{v}(i)|^2$ (see, e.g., [24]) and by using A.1, the energy equation (12) implies that

$$2\mu \zeta^{\text{LMMN}} = \mu^2 a \text{Tr}(R) + \mu c E(||\mathbf{u}_i||^2|c_0(i)|^2)$$

where we introduced the constants

$$a = \delta^2 \sigma_v^2 + 2\delta \delta^2 \sigma_v^2$$

$$b = \delta + 3\delta^2 \sigma_v^2$$

$$c = \delta^2 + 12\delta^2 \sigma_v^2 + 15\delta^2 \sigma_v^2.$$ (24)

We again consider three cases.

1) For values of $\mu$ that are small enough so that the term $\mu^2 E(||\mathbf{u}_i||^2|c_0(i)|^2)$ could be ignored, we obtain

$$\zeta^{\text{LMMN}} = \frac{\mu \alpha}{2b} \text{Tr}(R)$$

(21)

In [24], the same result was obtained for vanishingly small $\mu$ by using averaging analysis and the ODE method (see, e.g., [14]). For $\delta = 0$, the above expression collapses to

$$\zeta^{\text{LMF}} = \frac{\mu}{2} \left(\frac{\xi_0^2}{3\sigma_v^2}\right) \text{Tr}(R)$$

(22)

For two jointly Gaussian real-valued random variables $x$ and $y$, we have

$$E(x \text{ sign}(y)) = \sqrt{2/\pi} \cdot 1/\sigma_y E(x y).$$

(23)
which is the same expression obtained in [23] by using the independence assumptions.

2) For larger values of \( \mu \), and using A.2 again, we get the following new expressions for the EMSE:

\[
\zeta^{\text{LMMN}} = \frac{\mu c a \text{Tr}(R)}{2b - \mu c \text{Tr}(R)} \quad \text{(large } \mu \text{)}
\]

\[
\zeta^{\text{LMF}} = \frac{\mu c^2 \text{Tr}(R)}{6 \sigma_n^2 - 15 \mu c^2 \text{Tr}(R)} \quad \text{(large } \mu \text{)}.
\]

Fig. 1 compares the theoretical MSE obtained from (26) and (28) with the experimental MSE. In the simulations, the unknown system weight vector \( \mathbf{w} \) is of length 10, the input \( \mathbf{u} \) is Gaussian of unit variance, and \( \delta = 0.5 \). The noise is chosen to be a linear combination of normally and uniformly distributed independent random variables of variances \( \sigma_n^2 = 10^{-6} \) and \( \sigma_c^2 = 10^{-1}/12 \), respectively. Each simulation result is the steady-state statistical average of 100 runs, with 10^5 iterations in each run. The figure shows that both expressions are in good match with simulation results at small values of \( \mu \). However, (28) provides a better match with the simulation results for relatively larger values of \( \mu \), which validates the use of assumption A.2.

3) For Gaussian white-input signals \( (\mathbf{R} = \sigma_n^2 \mathbf{I}) \), (22) can be solved by imposing A.3 to yield

\[
\zeta^{\text{LMMN}} = \frac{\mu \sigma_n^2 \mathbf{I}}{2b - \mu (M + 2) \sigma_n^2 \mathbf{I}} \quad \text{(Gaussian)} \]

\[
\zeta^{\text{LMF}} = \frac{\mu \sigma_n^2 \mathbf{I}^2}{6 \sigma_n^2 - 15 \mu (M + 2) \sigma_n^2 \mathbf{I}^2} \quad \text{(Gaussian)}.
\]

For the case of complex-valued data, we replace \( c^3 \) by \( |c|^2 \) and assume the noise is circular, i.e., \( E(|c|^2) = 0 \). Then, repeating the above arguments, we find that the three expressions (26), (28), and (30) are still valid but with \( b \) and \( c \) replaced by

\[
\eta = \delta + 2\bar{\sigma}_n^2, \quad \iota = \delta^2 + 8\bar{\sigma}_n^2\sigma_c^2 + 9\bar{\sigma}_c^2.
\]

Corresponding expressions for the LMF algorithm can be obtained by setting \( \delta = 0 \).

E. CM Algorithms

Similar analyses can be carried out for constant modulus (CM) algorithms. The details are provided in [11]. Here, we only briefly comment on one particular case for the sake of illustration. Assume \( \nu(i) = 0 \) (and, hence, \( \epsilon_\alpha(i) = \epsilon(i) \)), and define

\[
\sigma^2 = E(|d(i)|^2), \quad \xi_1^2 = E(|\epsilon(i)|^4), \quad \xi_2^2 = E(|\epsilon(i)|^6).
\]

Let \( R_0 = \xi_1^2/\sigma^2 \), and assume also that all data are real-valued (the complex case is also studied in [11]). Define further, for compactness of notation, \( z(i) = y(i)(R_0 - |y(i)|^2) \). Then, (12) yields, for CMA-2-2:

\[
2\mu E(\epsilon_\alpha(i)z(i)) = \mu^2 E(|\mathbf{u}_i|^2|z(i)|^2).
\]

To solve this equation for \( E|\epsilon_\alpha(i)|^2 \), we make the following reasonable (and common) assumption—for more motivation and explanation on this assumption, see [11] and [25]:

The signals \( d(i) \) and \( \epsilon_\alpha(i) \) are independent in steady state so that \( E(d(i)\epsilon_\alpha(i)) = 0 \) since the signal \( d(i) \) is assumed zero mean.

Assumptions A.2 and A.4 yield for small enough \( \mu \)

\[
\zeta^{\text{CMA-2-2}} = \frac{\xi_1^2 R_0^2 - 2R_0 \xi_2^2 + \xi_2^2}{2(\xi_1^2 - R_0)} \text{Tr}(\mathbf{R}).
\]

This expression is slightly different from the one obtained in [25]; it was shown in [11] that it leads to a better approximation for the MSE.

Table II summarizes the derived expressions for the steady-state EMSE for several of the algorithms of Table I.

IV. TRACKING ANALYSIS

In a nonstationary environment, the data \( \{d(i)\} \) is assumed to arise from a linear model of the form \( d(i) = \mathbf{u}_i \mathbf{w}^0 + v(i) \), where the unknown system \( \mathbf{w}^0 \) is now time variant. It is often assumed that the variation in \( \mathbf{w}^0 \) is according to the model \( \mathbf{w}_{i+1} = \mathbf{w}_i^0 + \mathbf{q}_i \); where \( \mathbf{q}_i \) denotes the random perturbation (see, e.g., [1], [3], and [19]).

The purpose of the tracking analysis of an adaptive filter is to study its ability to track such time variations.

We now show how to evaluate the tracking performance of an adaptive algorithm by the same feedback method proposed in this paper. For this purpose, we first redefine the weight error

The approach of this paper can be applied to a more general model for \( \mathbf{w}^0 \), which takes into account colored system variations and carrier offsets. Details will be provided elsewhere. Preliminary results appear in [26].
vector as \( \hat{\mathbf{w}}_t = \mathbf{w}_t^0 - \mathbf{w}_t \) and the a posteriori estimation error as \( e_p(t) = \mathbf{u}_t(\hat{\mathbf{w}}_{t+1} - \mathbf{q}_t) \). Then, \( \hat{\mathbf{w}}_t \) satisfies

\[
\hat{\mathbf{w}}_{t+1} = \hat{\mathbf{w}}_t + \mu(t) \mathbf{u}_t^T e_p(t) + \mathbf{q}_t. \tag{34}
\]

If we further multiply (34) by \( \mathbf{u}_t \) from the left, we obtain that (6) and (7) still hold for the nonstationary case, whereas (10) becomes

\[
[\hat{\mathbf{w}}_{t+1} - \mathbf{q}_t]^T + \mathbf{u}_t e_p(t)]^2 = [\hat{\mathbf{w}}_t]^2 + \mathbf{u}_t^T e_p(t)]^2. \tag{35}
\]

For mathematical tractability of the tracking analysis, we impose the following assumption, which is typical in the context of tracking analysis of adaptive filters (see, e.g., [19]).

A.5 The sequence \( \{t, q\} \) is a stationary sequence of independent zero-mean vectors and positive definite autocorrelation matrix \( Q = E(\mathbf{q}_t \mathbf{q}_t^T) \), which is mutually independent of the sequences \( \{u_t\} \) and \( \{v(t)\} \).

Using (6), (34), and A.5, it is straightforward to verify that the variance relation (12) should now be replaced by (36), shown at the bottom of the page. Comparing the above with (12), we see that evaluating the nonstationary EMSE is simply a straightforward extension of evaluating the stationary EMSE. The only addition is the steady-state contribution by the system nonstationarity, which is equal to \( Tr(Q) \).

This is a useful observation in the context of the tracking analysis of adaptive algorithms since it allows us to arrive at tracking results almost by inspection from the stationary case results. In the literature, both cases have usually been studied separately. We will now show how to use (36) to solve for the nonstationary EMSE for the algorithms given in Table I. The results for LMS and NLMS can be obtained in a straightforward manner, just by extending the arguments given in the stationary case. Hence, we will only state the resulting expressions in these two cases. Moreover, for space considerations, we omit the tracking analysis of the CM algorithms and refer instead to the related work [27]; we only reproduce the result of that paper here. For these reasons, in the sequel, we focus on the SA, LMMN, and LMF algorithms. The final expressions for the MSE in the nonstationary case for all algorithms are summarized in Tables III and IV; the latter contains expressions for the optimal parameters that result in the smallest MSE.

A. Sign Algorithm

Comparing (12) and (36) and using (22), we obtain

\[
E(e_p(t) \operatorname{sign}(e_p(t) + v(t)))) = \mu^{-1} Tr(Q) + \frac{\mu}{2} Tr(R). \tag{37}
\]
Using the same procedure used in the stationary case, it is straightforward to show that the EMSE is still given by (21)

\[ \zeta_{\text{SA}} = \frac{\alpha}{2} \left( \alpha + \sqrt{\alpha^2 + 4\sigma_n^2} \right) \]  

(38)

where \( \alpha \) is now given by

\[ \alpha = \sqrt{\frac{\pi}{8} (\mu^{-1} \text{Tr}(Q) + \mu \text{Tr}(R))}. \]

The optimum step size is then seen to be

\[ \mu_{\text{opt}}^{\text{SA}} = \sqrt{\frac{\text{Tr}(Q)}{\text{Tr}(R)}}. \]

These are the same results obtained in [28] and [29]—for more details see [21].

**B. LMF and LMMN Algorithms**

We focus on real-valued data (the complex case only changes some coefficients, as we saw in the stationary analysis). Comparing (12) and (36) and using (22), we obtain

\[ 2\mu_k \zeta_{\text{LMMN}} \]  

\[ = \text{Tr}(Q) + \mu^2 \text{Tr}(R) + \mu^2 \mathbb{E}[[|u_k|^2]\varrho_k]^2. \]  

(39)

To solve for \( \zeta_{\text{LMMN}} \), we consider three cases.

1) For sufficiently small \( \mu \), we can assume that the third term on the right-hand side of (39) is negligible with respect to the second term so that

\[ \zeta_{\text{LMMN}} = \frac{\mu^{-1} \text{Tr}(Q) + \mu \text{Tr}(R)}{2b} \]  

(small \( \mu \)).  

(40)

At \( \delta = 0 \), (40) reduces to the EMSE of the LMF algorithm, which is given by

\[ \zeta_{\text{LMF}} = \frac{\mu^{-1} \text{Tr}(Q) + \mu \text{Tr}(R)}{6\sigma_v^2}. \]  

(small \( \mu \)).  

(41)

2) For larger values of \( \mu \), (39) can be solved by imposing A.2 to obtain

\[ \zeta_{\text{LMMN}} = \frac{\mu^{-1} \text{Tr}(Q) + \mu \text{Tr}(R)}{2b - \mu \text{Tr}(R)} \]  

(large \( \mu \)).  

(42)

and

\[ \zeta_{\text{LMF}} = \frac{\mu^{-1} \text{Tr}(Q) + \mu \text{Tr}(R)}{6\sigma_v^2 - 15\mu \text{Tr}(R) \xi_q^2} \]  

(large \( \mu \)).  

(43)

Expressions (40)–(45) are new results that describe the ability of the LMF and LMMN algorithms to track system nonstationarities. The following conclusions follow from these results. We can see that the steady-state EMSE for both of the LMF and LMMN algorithms is composed of two terms. The first term decreases with \( \mu \) and increases with the system nonstationarity variance \( \text{Tr}(Q) \). The second term increases with \( \mu \) and the received signal variance \( \mathbb{E}[[|u_k|^2]=\text{Tr}(R)] \). Thus, unlike the stationary case [see (26)–(29)], the steady-state EMSE is not a monotonically increasing function of \( \mu \). We can also see that there exists an optimal value of the step size \( \mu_{\text{opt}} \) that minimizes the steady-state MSE in the nonstationary case. This is established in Appendix A.

Fig. 2 shows the theoretical and simulated EMSE versus \( \mu \) for the optimal value of \( \delta \) calculated from (53) to be \( \delta_{\text{opt}} = 0.5432 \). Here, we are using a noise sequence that is a mixture of Gaussian and uniform noises with variances \( \sigma_n^2 = \sigma_y^2 = 0.1 \). Moreover, \( Q = \sigma_n^2 \mathbf{I} \) and \( R = \mathbf{I} \) with \( \varrho_y = 10^{3} \). Fig. 3 shows theoretical and simulated results versus \( \delta \) for the optimal value of \( \mu \) calculated from (54) to be \( \mu_{\text{opt}} = 0.0029 \). Both simulations show that optimal parameter values obtained from simulations \( \{\delta_{\text{opt}}, \mu_{\text{opt}}\} = \{0.59, 0.003\} \) are a good match with the values \( \{0.5432, 0.0029\} \), given by (53) and (54), respectively.

In Appendix A, we use the above EMSE expressions to investigate the existence of optimum design parameters \( \{\delta_{\text{opt}}, \mu_{\text{opt}}\} \) that minimize the steady-state EMSE of LMF and LMMN, as given by (40) and (41). We also compare the tracking performance of these algorithms with LMS for different noise distributions (Gaussian, uniform, and a mixture of Gaussian and uniform).

**V. CONCLUSION**

This paper develops an approach for the steady-state analysis of adaptive filters that bypasses the need for considering the limiting case of a transient analysis. One of the main features of the new framework is that its starting point is the fundamental energy (or variance) relation (12) [or (36) in the nonstationary case]. This relation is fundamental in that it is exact, and it holds for any adaptive scheme of the general form (2), irrespective of any approximations. By expanding both sides of the relation, and by imposing certain conditions or assumptions, one obtains an equation in the desired EMSE. This equation is rather trivial to solve when the step size is assumed to be sufficiently small. For larger step sizes, on the other hand, the equation leads to tighter expressions for the EMSE.

We may add that the approach can be extended in a rather straightforward manner to other scenarios as well, such as the study of the performance of adaptive schemes in finite-precision implementations and the study of adaptive filters of the RLS.
and Gauss–Newton type by using the energy relation of [30].
We have also used the approach in [11], [12], and [27] to study
the steady-state tracking and convergence performance of frac-
tionally spaced blind adaptive schemes.

**APPENDIX A**

**PARAMETER OPTIMIZATION FOR LMMN AND LMF**

We explain here how the expressions that were derived in the
body of the paper for the EMSE for LMF and LMMN enable
us to investigate the existence of optimum design parameters
\{\delta_0, \mu_\delta\} that minimize the steady-state EMSE, as given by (40)
and (41). This is done for two cases labeled A (fixed \(\delta\)) and B.

**A. Fixed \(\delta\) and Optimal \(\mu\)**

If the norm mixing parameter \(\delta\) is *a priori* chosen to fulfill
some convergence properties, then there will always exist an
optimum value of \(\mu\) that minimizes \(\zeta_{\text{LMMN}}\), which is directly
given from (40) by

\[
\mu_{\text{opt}}^{\text{LMMN}} = \sqrt{\text{Tr}(Q)/\alpha \text{Tr}(R)}. \tag{46}
\]

The corresponding minimum value of the steady-state EMSE is
given by

\[
\zeta_{\min}^{\text{LMMN}} = \frac{\sqrt{\alpha \text{Tr}(Q) \text{Tr}(R)}}{b} \quad \text{(small } \mu\text{)}. \tag{47}
\]

The LMF algorithm always has a constrained \(\delta\) that is equal
to zero. Therefore, the optimum step-size that minimizes its
steady-state EMSE, which is given in (41), and the corres-
sponding minimum steady-state EMSE, are respectively, given
by

\[
\mu_{\text{opt}}^{\text{LMF}} = \frac{\text{Tr}(Q)/\xi^0 \text{Tr}(R)}{b} \quad \text{(small } \mu\text{)}.
\]

We can see from the above expressions that \(\mu_0\) decreases with
\(\text{Tr}(R)\) and increases with the system nonstationary variance
\(\text{Tr}(Q)\). On the other hand, the minimum achievable EMSE of
both algorithms increases with the square root of both \(\text{Tr}(R)\)
and \(\text{Tr}(Q)\).

1) Simulation Results: Fig. 4 compares the simulation and
theoretical results for the case \(Q = \sigma_Q^2 I\) and \(R = I\) with
\(\sigma_q = 5 \times 10^{-4}\) and \(\delta = 0.8\). Moreover, the noise sequence
is a mixture of Gaussian noise and uniform noise with vari-
ances \(\sigma_u^2 = 10^{-2}\) and \(\sigma_q^2 = 10^{-2}/12\), respectively. It is seen
in the figure that the theoretical and experimental MSE are a
good match. The figure also shows that the steady-state MSE
possesses a minimum value of \(\zeta = 0.0113\) at \(\mu = 0.006\),
which are in good agreement with the corresponding theoretical
values obtained from (47) and (46) as \(\zeta_{\min}^{\text{LMMN}} = 0.01136\)
and \(\mu_{\text{opt}}^{\text{LMMN}} = 0.006\), respectively.

Fig. 5 shows the experimental MSE and the theoretical MSE
obtained from (40) versus the norm mixing parameter \(\delta\) for
Gaussian noise of variance \(\sigma_u^2 = 10^{-2}\), \(\sigma_q = 10^{-2}\), and \(\mu =
0.001\). It is clear that the minimum value of the MSE occurs at
\(\delta = 1\) for Gaussian noise.
2) Comparison with LMS: We can also compare the ability of the LMF and LMMN algorithms to track random variations in nonstationary environments with that of the LMS algorithm, which is known to have excellent tracking properties (see, e.g., [1], [3], and [19]). We use the ratio of the minimum achievable steady-state MSE of each of the algorithms to that of the LMS algorithm as a performance measure.

For the LMF algorithm, this ratio is given, from the results of Table IV, by

\[
\frac{\sigma_{\text{LMS}}}{\sigma_{\text{LMF}}} = \frac{\sigma_0^2}{\sqrt{3}}. \tag{50}
\]

Here, we can see that the ratio depends only on the statistical properties of the measurement noise \(\nu(t)\). For the case of the LMMN algorithm, the same ratio is given by

\[
\frac{\sigma_{\text{LMS}}}{\sigma_{\text{LMMN}}} = \frac{\sigma_0 \delta}{\sqrt{\alpha}}. \tag{51}
\]

which is also dependent on the statistical properties of the noise, as well as on the norm mixing parameter \(\delta\). We specialize these results for the following noise distributions.

**Gaussian Noise:** In this case, \(\xi_1^\nu = 3\sigma_0^2\), and \(\xi_6^\nu = 15\sigma_0^2\). Then, we can verify from (50) that

\[
\frac{\sigma_{\text{LMS}}}{\sigma_{\text{LMF}}} = \sqrt{\frac{3}{5}} \approx -1.1 \text{ dB},
\]

This indicates that the minimum achievable value of steady-state MSE of the LMS algorithm is less than that of the LMF algorithm by approximately 1.1 dB for all values of the noise variance \(\sigma_0^2\). For the case of the LMMN algorithm, (51) yields

\[
\frac{\sigma_{\text{LMS}}}{\sigma_{\text{LMMN}}} = \frac{\sigma_0 \delta}{\sqrt{\delta^2 \sigma_0^2 + 6\delta \sigma_0^4 + 15\delta^2 \sigma_0^6}}. \tag{52}
\]

Fig. 6 shows a plot of this ratio versus the design parameter \(\delta\) for various values of \(\sigma_0^2\). The figure shows that this ratio is always less than unity for all values of \(\delta\) and \(\sigma_0^2\). These results reflect the superiority of the LMS algorithm over both the LMF and LMMN for tracking nonstationary systems in Gaussian noise environments.

**Uniform Noise:** For a uniformly distributed noise in the interval \([-\Delta, \Delta]\), we have \(\sigma_0^2 = \Delta^2 / 3\), \(\xi_1^\nu = \Delta^4 / 5\) and \(\xi_6^\nu = \Delta^6 / 7\). Then, we can verify from (50) that

\[
\frac{\sigma_{\text{LMS}}}{\sigma_{\text{LMF}}} = \sqrt{\frac{\Delta^4}{3}} \approx 3.7 \text{ dB},
\]

This indicates that the minimum achievable value of steady-state MSE of the LMF algorithm is less than that of the LMS algorithm by approximately 3.7 dB for uniformly distributed noise. Fig. 7 shows a plot of the ratio of the minimum achievable EMSE of the LMS and LMMN algorithms versus the design parameter \(\delta\) for various values of \(\sigma_0^2\). The figure shows that this ratio is always larger than unity for all values of \(\delta\) and \(\sigma_0^2\). We can also see that \(\delta = 0\) results in the best tracking performance, which reflects the superiority of the LMF algorithm in this case.
Mixed Gaussian and Uniform Noise: We now consider the case where the noise is a mix of Gaussian and uniform distributions (for example, a mix of Gaussian system noise and uniformly distributed roundoff errors). Fig. 8 shows the ratio of the minimum achievable EMSE of the LMS and LMMN algorithms versus for different values of the system noise variance \( \sigma_v^2 \), which is a combination of Gaussian and uniformly distributed noise with variance ratio 1:3. We can see that in this case, the LMMN algorithm will have the best tracking performance. The choice of the optimal norm mixing parameter \( \delta \) is given in the final section of the paper.

B. Optimal \( \delta \) and \( \mu \)

We now derive an expression for the optimal values of \( \{\delta, \mu\} \) jointly (recall that \( \delta \) should lie in the interval \([0, 1]\)). Differentiating (40) separately with respect to \( \mu \) and \( \delta \) and setting the derivatives equal to zero, we find that \( \zeta_{LMMN} \) has a unique stationary point at the pair

\[
\delta_0 = \frac{\delta_0^2 - 3\sigma_v^2 \xi_v^2}{(\xi_v^2 - 3\sigma_v^2 \xi_v^2) - (\xi_v^2 - 3\sigma_v^2)}
\]

and

\[
\mu_0 = \sqrt{\text{Tr}(Q)} \frac{\text{Tr}(R)}{b_0}
\]

where \( a_0 = a \) in (23) with \( \delta \) replaced by \( \delta_0 \) (similarly, we define \( b_0 \) and \( c_0 \)). The pair \( \{\delta_0, \mu_0\} \) would correspond to a global minimum if, and only if, the Hessian matrix of \( \zeta_{LMMN} \) is positive-definite at \( \{\delta_0, \mu_0\} \). Some algebra will show that the Hessian matrix is given by

\[
\mathbf{H}(\delta_0, \mu_0) = \begin{bmatrix}
\frac{\text{Tr}(Q)}{\mu_0 b_0} & \frac{(1 - 3\sigma_v^2) \text{Tr}(Q)}{\mu_0 b_0} \\
\frac{(1 - 3\sigma_v^2) \text{Tr}(Q)}{\mu_0 b_0} & \mu_0 (\sigma_v^2 - 2\xi_v^2 + \xi_v^2 \text{Tr}(R)) / b_0
\end{bmatrix}
\]

Now, since its \((1, 1)\) entry is positive, the Hessian matrix will be positive definite if, and only if, the Schur complement with respect to this entry is positive. This leads to the following conditions:

\[
\sigma_v^2 + \xi_v^2 > 2\xi_v^2,
\]

and

\[
\text{Tr}(Q) < \frac{(\sigma_v^2 - 2\xi_v^2 + \xi_v^2 \text{Tr}(R))}{(1 - 3\sigma_v^2)^2} \text{Tr}(R).
\]

Still, these conditions do not guarantee that the \( \delta_0 \) in (53) will lie in the interval \([0, 1]\). Using the above results, and the fact that \( \zeta_{LMMN} \) has a unique stationary point, we arrive at the following conclusion.

1) If conditions (55) and (56) apply and if the resulting \( \delta_0 \) lies in \([0, 1]\), then the optimal parameters are given by (53) and (54).

2) Otherwise, the optimal \( \delta \) is either \( \delta_0 = 0 \) or \( \delta_0 = 1 \) with the corresponding \( \mu \) still given by (54).

The resulting minimum value of the EMSE will be

\[
\zeta_{\text{min}}^\text{LMMN} = \frac{\sqrt{\alpha_0 \text{Tr}(Q) \text{Tr}(R)}}{b_0} \text{ (small } \mu \text{)}.
\]

Gaussian Noise: For Gaussian system noise, \( \xi_v^2 = 3\sigma_v^4 \) and \( \xi_v^2 = 15\sigma_v^4 \). Then

\[
\sigma_v^2 + \xi_v^2 > 2\xi_v^2 \\
= 15\sigma_v^4 \left( \left( \frac{\sigma_v^2}{5} \right)^2 + \frac{2}{75} \right) > 0
\]

which implies that (55) is always true for the Gaussian noise case. Then, if the system degree of nonstationarity satisfies

\[
\text{Tr}(Q) < \frac{(1 - 6\sigma_v^2 + 15\sigma_v^2 \text{Tr}(R))}{(1 - 3\sigma_v^2)^2} \text{Tr}(R)
\]

the optimum value of \( \delta \) is given from (53) by \( \delta_0 = 1 \), which corresponds to the LMS algorithm with an optimal step size given by

\[
\mu_0 = \sqrt{\frac{\text{Tr}(Q)}{\sigma_v^2 \text{Tr}(R)}}
\]

and a corresponding minimum EMSE of

\[
\zeta_{\text{min}} = \sigma_v \sqrt{\text{Tr}(Q) \text{Tr}(R)}.
\]

That is, for Gaussian system noise, if (58) holds, the LMS algorithm outperforms the LMF and LMMN algorithms, which is consistent with the results of the comparison in the previous section. Using a similar approach, we can show that the LMF tracking performance is superior in the case of uniform system noise (i.e., \( \delta_0 = 0 \)).
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